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On October 17.2001. while operating at 100% power, operators inserted a manual reactor scram due to decreasing reactor water 
level. The low level was caused by a sequence of events initiated by a loss of Division 1 Instrument AC bus 1Y11 due to a failure of 
inverter 1D15 coincident with the alternate power supply, regulating transformer 1Y1A, being out of service for preplanned 
maintenance. The loss of 1Y11 caused a plant transient that required the operating crew to insert a manual scram in anticipation of 
reaching an automatic scram setpoint on low Reactor Pressure Vessel (RPV) level. All control rods fully inserted upon initiation of 
the manual scram. Reactor level dropped low enough (4119.5") to initiate High Pressure Coolant Injection (HPCI), Reactor Core 
Isolation Coding (RCIC), Low Pressure Coolant Injection-Loss of Offsite Power (LPCI-LOOP) select, and Reactor Water Cleanup 
(RWCU) outboard isolation. Reactor level was recovered using RCIC and -13" Reactor Feed Pump (RFP). 1-HPCI was out Of service 
for preplanned maintenance. -13" REP and RCIC received trips when reactor level reached the high level trip setpoint (211"). RCIC 
was restarted for level control and a second manual scram was inserted in anticipation of a low level automatic scram. The 13" REP 
was restarted for level =frol and was used to restore level. At 195" RCIC was secured, and at 211" the -13" RFP tripped for the 
second time. 

Three circuit boards in the inverter were determined to be the likely cause of the failure and were replaced. The three original 
boards were removed and sent to the vendor for failure analysis. No problems were detected. 

There were no actual safety consequences associated with this event. There was no impact on public health and safety. 
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I. Description of Event:  

On October 17, 2001 at 0610 hours while operating at 100% power, the Division I Instrument AC bus 1Y11 
unexpectedly de-energized due to loss of its normal power supply, inverter 1015, coincident with its alternate 
power supply, regulating transformer 1Y1A, being out of service for preplanned maintenance. The loss of 
1'1'11 caused the 1A RFP minimum flow valve to fail open. This fail open feature resulted in a low suction 
pressure trip of the "A" RFP which caused a plant transient that required the operating crew to insert a manual 
scram at 0611 hours in anticipation of reaching an automatic scram setpoint on low RPV level. All control 
rods fully inserted upon initiation of the manual scram. Reactor level dropped low enough (119.5") to initiate 
HPCI, RCIC, LPCI-LOOP select, and RWCU outboard isolation. Reactor level was recovered using RCIC 
and "B" REP. HPCI was out of service for preplanned maintenance. At 0613 hours "B" RFP and RCIC 
received trips when reactor level reached 211". RCIC was restarted for level control and at 0632 hours a 
second manual scram was inserted in anticipation of a low level automatic scram. At 0633 hours the "B" REP 
was restarted for level control and was used to restore level. At 195" RCIC was secured, and at 211" the "B" 
RFP tripped for the second time. 

Operators were dispatched to clear tags on the Instrument AC regulating transformer 1Y1A, in order to 
restore power to 1)11. The bus was stripped, re-energized, and the individual loads restored one at a time. 
The "A" RFP was started and reactor level control was established on the startup feedwater regulating valve. 

After testing, repairs, and a pre-planned forced outage, the reactor was taken critical at 12:14 on October 22, 
2001 and synchronized to the grid at 16:41 on October 23, 2001. 

II. Cause of Event:  

Background 
The Instrument AC System is a safety-related system that provides 120 VAC to various control, 
instrumentation boards, racks, recorders, radiation and neutron monitors, and benchboards. The system is 
divided into two independent and redundant subsystems supplied by two independent distribution panels 
1Y11 and 1Y21 from two independent 125 VDC inverters 1015 and 1025. Each inverter has a backup 480 
VAC to 120 VAC regulating transformer 1Y1A and 1Y2A. A third source of power is available from instrument 
AC transformers 1Y1 and 1Y2. 

Inverters 1D15 and 1025 (Eiger Model # INV 253-1-108) are the primary sources of power for the Instrument 
AC Control Power System_ The inverters are energized from 125 VDC panels 1010 and 1020, respectively, 
and supply regulated AC power to the loads. If the battery charger fails, or if a loss of the 480 VAC system 
supplying the charger occurs, the 125 VDC station batteries will automatically provide power to the inverters. 
When power is restored to the battery charger, it will resume supplying the inverter and recharge the 125 
VDC battery. 

The inverters convert the DC power to 120 VAC and feed it to a static switch. Inverters 1015 and 1025 
change the incoming DC power into a continuous source of reliable 120 VAC. This DC to AC conversion 
continues as long as input voltage remains above 105 VDC. 

A silicon controlled rectifier (SCR) bridge circuit performs the DC to AC conversion. This solid-state system 
transforms the incoming DC current into a stepped AC waveform. The AC signal is then filtered and 
synchronized with the alternate AC power source to maintain a dose frequency and phase relationship 
between the inverter output and the alternate AC power source (regulating transformer 1Y1A or 1Y2A). 
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Causal Factor Review 
The equipment manufacturer, Elgar Corporation, and the equipment service provider, Static Power 
Conversion Services (SPCS), were contacted to aid in the troubleshooting. Initially, no firm cause for the 
failure could be determined nor did either vendor have any operating experience with an event of this type. 
SPCS and DAEC Engineering personnel agreed that replacement of three circuit boards (analog logic, 
DC/DC converter, and transducer) would eliminate the most likely cause of the failure. This determination 
was based on the operator's recollection of the as-found status of 1015 after the event and the functions 
performed by those circuit boards selected. The original boards removed from 1015 were sent to Eiger for 
failure analysis. 

Initially, the failure analysis indicated that the DC/DC converter board had several lifted pads or faulty solder 
joints which could have caused interruption of control power to the analog logic assembly which would cause 
the inverter to shut off. Further analysis concluded that the board was not faulty and the lifted pads or faulty 
connections may have been introduced when the board was removed from the cabinet. A final report has not 
yet been received from Elgar but telephone conversations with them indicate that no defects with the boards 
have been identified to date. At this point, there is no plan to submit any supplemental information. 

Other causal factors were also investigated. In particular, perturbations on the 125 VDC System, which 
provides input to the inverter, were searched for around the time of the event. Parameters such as equipment 
evolutions, switching, undervoltage, overvoltage, voltage ripple, momentary loss of input, were reviewed, if 
available. None of the data that was available surrounding the event substantiated the theory that the trip 
was caused by a DC System input problem. 

An inverter maintenance history review was conducted. For more than the past ten years the operating 
experience of the instrument AC power supplies and the associated distribution system has been very good. 
Until this last recent event, no other significant event or maintenance issues have occurred. 

Security records of personnel access to the switchgear room where the inverter is located were also 
reviewed. No problems were identified. 

As a result, no definitive root cause has been determined for the failure of the inverter. 

III. Assessment of Safety Consequences :  

As noted above, the HPCI system was out of service prior to this event for preplanned maintenance. The 
other train of Instrument AC remained operable throughout the event. The plant did scram as expected after 
manually inserting a scram signal, and core thermal power limits were not exceeded during the transient. 
This event did not affect the availability of other systems needed to maintain safe shutdown conditions, 
remove residual heat, control the release of radioactive material, or mitigate the consequences of an accident. 
There were no actual safety consequences associated with this event. There was no affect on public health 
and safety as a result of this event. 

The calibration and maintenance sequence the plant was in had been completed successfully several times in 
the past. As a result, no problem was anticipated with the lineup which had the regulating transformer out of 
service following calibration of the inverter. 
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Other inverters in the plant have circuit boards similar to the ones originally identified as suspect. However, 
since no defects were ultimately identified, no potential generic consequences were identified for these other 
inverters or boards. 

IV. Corrective Actions:  

Completed Actions:  

The three circuit boards in 11)15 determined by the Eiger Corporation and Elgar equipment service provider, 
SPCS, to be the likely location of the failure were replaced. (CWO A56587, completed 10/21/01) 

An internal inspection of I D15 was performed including a check of all fuses and a close bench inspection of 
all circuit boards. No abnormalities were found. (CWO A56587, completed 10/21/01) 

1D15 was powered up and tested. Both the regulating transformer input and DC bus input to the transducer 
circuit board were simulated. A load bank was used to simulate actual plant load conditions. The inverter 
performed as expected throughout two days of testing both under adverse (high load, transient inputs) and 
normal operating conditions. (CWO A56587, completed 10/21/01) 

The inverter was returned to service and has been running continuously without incident since October 21, 
2001. 

Follow-up Actions: 

The three original circuit boards were removed and replaced in 1015 and were sent to Elgar for analysis. No 
abnormalities were found. 

An evaluation of Feedwater System improvements to minimize the susceptibility to low suction pressure trips 
is being performed under an Action Request. (AR 28336, due1/11/02). 

V. Additional Information:  

Previous Similar Occurrences:  

A review of LERs at DAEC over the last 3 years did not find any previous similar events involving inverter 
failures. 

LER 2001-003 also involved a manual scram due to decreasing reactor water level. The low level was 
caused by a RFP minimum flow valve failing open similar to this event. However, the valve failed open due to 
a failed resistor in the minimum flow valve controller. The corrective actions would not be expected to prevent 
a trip caused by an inverter failure. 

EIIS System and Component Codes: 

Instrument AC: EF 
�

Inverter: INVT �Model Number: Elgar Model # INV 253-1-108 

A 10CFR50.72(b)(2)(iv)(B) notification was made on October 17, 2001. This report is being 
submitted pursuant to 10CFR50.73(a)(2)(iv)(A). 
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